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• Online RL algorithms require excessive interaction with the real environment/high-fidelity 
simulation 

Motivation: Data Scarcity in Reinforcement Learning (RL)

𝑎
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👎 $$$$, slow, even unsafe … but ✅ accurate

Autonomous driving Power systems Robotics Combustion simulation Molecular simulation
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• Online RL algorithms require excessive interaction with the real environment/high-fidelity 
simulation 

Motivation: Data Scarcity in Reinforcement Learning (RL)

𝑎

𝑠

👎 $$$$, slow, even unsafe … but ✅ accurate

• Low-fidelity simulation provides low-cost ways to gather large datasets:  reduced-order 
models, generative world models, heuristic reward functions, digital twins …
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𝑎

👍 $, fast, safe … but ❌ biased

Motivation Preliminaries Approach & Theory Experiments Summary
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$$$$, slow, unsafe 
✅ accurate

$, fast, safe 
❌ biased

How can we enable sample-efficient RL in the real 
world by mixing multi-fidelity data
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, while being 
robust to low-fidelity data biases?



6

Modeling Multi-Fidelity RL Problems
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$$$$ 
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$ 
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Objective: Learn a performant policy for the high-fidelity environment

Motivation Preliminaries Approach & Theory Experiments Summary
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Reminder: On-Policy Policy Gradient Algorithms
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Strategy: Gradient ascent

Random variable (R.V.) – 
per-trajectory contribution 
to policy gradient

<latexit sha1_base64="F1pixYX5OhxHLjemX+Co7iENlPs=">AAACS3icbVDLThsxFPWkPEMLKV2ysYiQwqLRDOLRDRKii3YJUgKRMunojuNJrHgesu8gRcb/1w0bdvwEGxatqi7whCx4Xcnyueeeo2ufuJBCo+/febUPC4tLyyur9bWPn9Y3Gp83L3ReKsa7LJe56sWguRQZ76JAyXuF4pDGkl/Gk+/V/PKKKy3yrIPTgg9SGGUiEQzQUVEj7kUmRCgjI6z9ZcJCVP2YI1hLj2mYKGAmsKZjaajLNDJ47Dtd52tg6Q/XOVrmo9ZzXwtm/DXV1b27GzWaftufFX0LgjloknmdRY3bcJizMuUZMgla9wO/wIEBhYJJbuthqXkBbAIj3ncwg5TrgZllYemOY4Y0yZU7GdIZ+9xhINV6msZOmQKO9etZRb4365eYfBsYkRUl8ow9LUpKSTGnVbB0KBRnKKcOAFPCvZWyMbj40MVfdyEEr7/8FlzstYPD9sH5fvPkdB7HCtki26RFAnJETshPcka6hJHf5J78IX+9G+/B++f9f5LWvLnnC3lRtcVHRRe0pA==</latexit>

Xωω
εi =

1

T

T→1∑

t=0

Gt log(ωϑ(at|st))REINFORCE
<latexit sha1_base64="3Oo/TYVeQC16gFbRQ5UXbnBY9Rw=">AAACanicbVHLbhMxFPUMFNrQQigSFerGaoo0XTSaQVC6qVTRBSyLlKSRMmF0x/EkVj0P2XcqRa4X/CI7voBNPwLPJIvSciXLx+ee48dxWkmhMQx/e/6TpxvPnm9udV5s77x81X29O9JlrRgfslKWapyC5lIUfIgCJR9XikOeSn6VXl80/asbrrQoiwEuKz7NYV6ITDBARyXdn+PExAh1YoS1P0xciWa94AjW0jMaZwqYiawZWBrrOk8MnoVONziOHJGKuQy+Os7SYzpyxmohbKAb4qjtKjfJch7c3zaA1nBLV7qjpNsL+2Fb9DGI1qBH1nWZdH/Fs5LVOS+QSdB6EoUVTg0oFExy24lrzStg1zDnEwcLyLmemjYqS987ZkazUrlRIG3Z+w4DudbLPHXKHHChH/Ya8n+9SY3Z6dSIoqqRF2x1UFZLiiVtcqczoThDuXQAmBLurpQtwKWL7nc6LoTo4ZMfg9GHfnTS//T9Y+/8yzqOTbJPDkhAIvKZnJNv5JIMCSN/vB3vrbfn3fm7/jt/fyX1vbXnDfmn/MO/Kgi6kQ==</latexit>

Xωω
εi =

1

T

T→1∑

t=0

(
Gt → Vϑ(st)

)
log(ωϖ(at|st))REINFORCE w/ baseline

PPO 
<latexit sha1_base64="aFNMvqEReGwusIY5/DjUnAZnlso=">AAAC+3icnVJNb9MwGHYyYKN8rGVHLhYVUie6KkEMuEwacOE4pHarVIfIcZ3WmuNYtoOoPP+VXTiAEFf+CDf+DU4aodHBhVey9bzP87z+eO1McqZNFP0Mwq0bN29t79zu3Ll77/5ut/fgVJeVInRCSl6qaYY15UzQiWGG06lUFBcZp2fZ+ZtaP/tAlWalGJuVpEmBF4LljGDjqbQX9KapRQZXqWXOvbdIsjpfUoOdg0cQ5QoTGzs7dhDpqkitOYq8b3wQe6JgAqKMLTiyrfNq/QB7t7vQ9bzv1lLJ5xs8fOUL5JK5QUMMYaPuDyHhTM7+d9UhjA8golIzXgqfwCe/s+QfOzY3Ucil3X40ipqA10Hcgj5o4yTt/kDzklQFFYZwrPUsjqRJLFaGEU5dB1WaSkzO8YLOPBS4oDqxzds5+Ngzc5iXyg9hYMNerbC40HpVZN5ZYLPUm1pN/k2bVSZ/mVgmZGWoIOuN8opDU8L6I8A5U5QYvvIAE8X8WSFZYt9t479Lxzch3rzydXD6dBQ/Hx2+e9Y/ft22Ywc8BI/AAMTgBTgGb8EJmAASfAwug8/Bl9CFn8Kv4be1NQzamj3wR4TffwGP8/Wh</latexit>

Xωω
εi =

1

T

T→1∑

t=0

min
{ ωϑ(at|st)
ωold(at|st)

Aϖ(st, at), clip[
ωϑ(at|st)
ωold(at|st)

, 1→ ε, 1 + ε]Aϖ(st, at)
}

<latexit sha1_base64="jxwXxTYziHzzeRIvWlzN7PbqewA=">AAACAHicbZDLSsNAFIYn9VbrLerChZtgEVyVRLwti25cVrAXaGKYTCft0MkkzJwIJWTjq7hxoYhbH8Odb+OkzUJbfxj4+M85nDl/kHCmwLa/jcrS8srqWnW9trG5tb1j7u51VJxKQtsk5rHsBVhRzgRtAwNOe4mkOAo47Qbjm6LefaRSsVjcwyShXoSHgoWMYNCWbx70/MwFnOYPmZuwgkcUcJ77Zt1u2FNZi+CUUEelWr755Q5ikkZUAOFYqb5jJ+BlWAIjnOY1N1U0wWSMh7SvUeCIKi+bHpBbx9oZWGEs9RNgTd3fExmOlJpEge6MMIzUfK0w/6v1UwivvIyJJAUqyGxRmHILYqtIwxowSQnwiQZMJNN/tcgIS0xAZ1bTITjzJy9C57ThXDTO787qzesyjio6REfoBDnoEjXRLWqhNiIoR8/oFb0ZT8aL8W58zForRjmzj/7I+PwB5ySXRA==</latexit>

Xωω
ε

Sample

Compute R.V.

<latexit sha1_base64="gyuPOo9LV2LLtlM0cQog62woQYQ=">AAACP3icbVDPaxNBGJ2NtY2x1qjHXoaGQk9hV6x6DIognlIwP2B3Xb6dTJIhs7PDzLfFsOx/5sV/wZtXLx6U0qs3Z5PQH2kfDDzeex/zfS/VUlj0/Z9e48HOw9295qPW4/0nB0/bz54PbV4Yxgcsl7kZp2C5FIoPUKDkY204ZKnko3TxvvZH59xYkavPuNQ8zmCmxFQwQCcl7WGkIJWQlBHOOUJFP13TCLQ2+Ve6HYkywHmalh+qcFyrUFRfykiLq0QVJ+2O3/VXoHdJsCEdskE/af+IJjkrMq6QSbA2DHyNcQkGBZO8akWF5RrYAmY8dFRBxm1cru6v6LFTJnSaG/cU0pV6c6KEzNpllrpkvbrd9mrxPi8scPo2LoXSBXLF1h9NC0kxp3WZdCIMZyiXjgAzwu1K2RwMMHSVt1wJwfbJd8nwZTd43T09e9XpvdvU0SSH5IickIC8IT3ykfTJgDDyjfwif8hf77v327vwLtfRhreZeUFuwfv3H4eTskg=</latexit>

→ωJω ↑ →ωE[Xεω
ϑ ]

…

Motivation Preliminaries Approach & Theory Experiments Summary



8

Reminder: On-Policy Policy Gradient Algorithms

8

<latexit sha1_base64="zm9DRTQqa6XEIu+jr/G+auJvVzs=">AAACU3icbVHfa9swEJa9bMuydcu2x76IhkH3EuyxXzAGZaVQCoUUlrZgeeasKI5WyTbSeRA8/49l0If+I33ZQysnoXTpDiQ+vrvv7vQpLZW0GASXnv+g8/DR4+6T3tNnG89f9F++OrZFZbgY80IV5jQFK5TMxRglKnFaGgE6VeIkPdtt8ye/hLGyyL/jvBSxhiyXU8kBHZX0fx4kNcOZQGjoV8o04CxN672GpTJTEWW20kmNDWUZaA0/WmiWxBf6u70YQuXKpF6KOaj6sNlmpbzt+5a2zUyc9AfBMFgEvQ/CFRiQVYyS/h82KXilRY5cgbVRGJQY12BQciWaHqusKIGfQSYiB3PQwsb1wpOGvnHMhE4L406OdMHeVdSgrZ3r1FW2e9v1XEv+LxdVOP0c1zIvKxQ5Xw6aVopiQVuD6UQawVHNHQBupNuV8hkY4Oi+oedMCNeffB8cvxuGH4cfjt4Pdr6t7OiSTbJFtklIPpEdsk9GZEw4OSdX5Noj3oX31/f9zrLU91aa1+Sf8DduAAQptAc=</latexit>

Jω = E
[∑

t

ωtrt | ε → M(ϑω)
]

<latexit sha1_base64="YXDekAVXSaQNbknUBtq2SdyY43I=">AAACDHicbVDJSgNBFOyJW4xb1KOXxiDES5gRt2PQixchglkgM4Q3nU7SpGeh+40QhvkAL/6KFw+KePUDvPk3dpaDJhY0FFX16PfKj6XQaNvfVm5peWV1Lb9e2Njc2t4p7u41dJQoxusskpFq+aC5FCGvo0DJW7HiEPiSN/3h9dhvPnClRRTe4yjmXgD9UPQEAzRSp1hyERLqahFQNwAcMJDpbVZ2Y9FJXRxwhOzYpOyKPQFdJM6MlMgMtU7xy+1GLAl4iEyC1m3HjtFLQaFgkmcFN9E8BjaEPm8bGkLAtZdOjsnokVG6tBcp80KkE/X3RAqB1qPAN8nxwnreG4v/ee0Ee5deKsI4QR6y6Ue9RFKM6LgZ2hWKM5QjQ4ApYXalbAAKGJr+CqYEZ/7kRdI4qTjnlbO701L1alZHnhyQQ1ImDrkgVXJDaqROGHkkz+SVvFlP1ov1bn1MozlrNrNP/sD6/AGu45to</latexit>

ω → M(εω)
Objective: Maximize

<latexit sha1_base64="aYSIzd7Io3rGfowciFL2Jnb4O6c=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEr2PRi8cKxhbaUDbbTbt0swm7E6GE/gYvHhTx6g/y5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmlldW19o7xZ2dre2d2r7h88miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LR7dRvPXFtRKIecJzyIKYDJSLBKFrJN73cnfSqNbfuzkCWiVeQGhRo9qpf3X7CspgrZJIa0/HcFIOcahRM8kmlmxmeUjaiA96xVNGYmyCfHTshJ1bpkyjRthSSmfp7IqexMeM4tJ0xxaFZ9Kbif14nw+g6yIVKM+SKzRdFmSSYkOnnpC80ZyjHllCmhb2VsCHVlKHNp2JD8BZfXiaPZ3Xvsn5xf15r3BRxlOEIjuEUPLiCBtxBE3xgIOAZXuHNUc6L8+58zFtLTjFzCH/gfP4AylmOsA==</latexit>s0

Strategy: Gradient ascent

Random variable (R.V.) – 
per-trajectory contribution 
to policy gradient

<latexit sha1_base64="jxwXxTYziHzzeRIvWlzN7PbqewA=">AAACAHicbZDLSsNAFIYn9VbrLerChZtgEVyVRLwti25cVrAXaGKYTCft0MkkzJwIJWTjq7hxoYhbH8Odb+OkzUJbfxj4+M85nDl/kHCmwLa/jcrS8srqWnW9trG5tb1j7u51VJxKQtsk5rHsBVhRzgRtAwNOe4mkOAo47Qbjm6LefaRSsVjcwyShXoSHgoWMYNCWbx70/MwFnOYPmZuwgkcUcJ77Zt1u2FNZi+CUUEelWr755Q5ikkZUAOFYqb5jJ+BlWAIjnOY1N1U0wWSMh7SvUeCIKi+bHpBbx9oZWGEs9RNgTd3fExmOlJpEge6MMIzUfK0w/6v1UwivvIyJJAUqyGxRmHILYqtIwxowSQnwiQZMJNN/tcgIS0xAZ1bTITjzJy9C57ThXDTO787qzesyjio6REfoBDnoEjXRLWqhNiIoR8/oFb0ZT8aL8W58zForRjmzj/7I+PwB5ySXRA==</latexit>

Xωω
ε

Sample

Compute R.V.

<latexit sha1_base64="3WoL5pDPaj53en800IRL86fx2LQ=">AAACunicfVFNbxMxEPUuXyV8pe2Ri0WEVC7RLiUpUlupAg4ICVQk0kaKl9Ws402s2N6V7UWNjH8k3Pg3eNO0FAqMZOvNzBvPzHNRC25skvyI4hs3b92+s3G3c+/+g4ePuptbJ6ZqNGUjWolKjwswTHDFRpZbwca1ZiALwU6Lxes2f/qFacMr9ckua5ZJmClecgo2hPLuNyLBzikI98bjQ0zcOHfEQpM77v1nR2re+nNmwXtM9vHX9rogYGK4xJcvvPc7V/nPMAkMLsMazGCioBBwmcTvfkECda2rs2sUUmqgLvXuQ9upkaHlYRqGCu5/psy7vaQ/GKaD3SG+DtJ+srIeWttx3v1OphVtJFOWCjBmkia1zRxoy6lgvkMaw2qgC5ixSYAKJDOZW0nv8dMQmeKy0uEoi1fRqxUOpDFLWQRmK5P5M9cG/5abNLZ8mTmu6sYyRc8blY3AtsLtP+Ip14xasQwAqOZhVkznEASz4bc7QYSLTfG/wcnzfjrsDz6+6B29WsuxgR6jJ2gHpWgPHaG36BiNEI32oiwqo1l8EBcxjxfn1Dha12yj3yy2PwGXsNyO</latexit>

D = {Xωω
εi | ωi → M(εϑ)} =↑ ↓ϑJϑ ↔ ↓ϑ

1

N

N∑

i=1

Xωω
εi

<latexit sha1_base64="gyuPOo9LV2LLtlM0cQog62woQYQ=">AAACP3icbVDPaxNBGJ2NtY2x1qjHXoaGQk9hV6x6DIognlIwP2B3Xb6dTJIhs7PDzLfFsOx/5sV/wZtXLx6U0qs3Z5PQH2kfDDzeex/zfS/VUlj0/Z9e48HOw9295qPW4/0nB0/bz54PbV4Yxgcsl7kZp2C5FIoPUKDkY204ZKnko3TxvvZH59xYkavPuNQ8zmCmxFQwQCcl7WGkIJWQlBHOOUJFP13TCLQ2+Ve6HYkywHmalh+qcFyrUFRfykiLq0QVJ+2O3/VXoHdJsCEdskE/af+IJjkrMq6QSbA2DHyNcQkGBZO8akWF5RrYAmY8dFRBxm1cru6v6LFTJnSaG/cU0pV6c6KEzNpllrpkvbrd9mrxPi8scPo2LoXSBXLF1h9NC0kxp3WZdCIMZyiXjgAzwu1K2RwMMHSVt1wJwfbJd8nwZTd43T09e9XpvdvU0SSH5IickIC8IT3ykfTJgDDyjfwif8hf77v327vwLtfRhreZeUFuwfv3H4eTskg=</latexit>

→ωJω ↑ →ωE[Xεω
ϑ ]

<latexit sha1_base64="3WoL5pDPaj53en800IRL86fx2LQ=">AAACunicfVFNbxMxEPUuXyV8pe2Ri0WEVC7RLiUpUlupAg4ICVQk0kaKl9Ws402s2N6V7UWNjH8k3Pg3eNO0FAqMZOvNzBvPzHNRC25skvyI4hs3b92+s3G3c+/+g4ePuptbJ6ZqNGUjWolKjwswTHDFRpZbwca1ZiALwU6Lxes2f/qFacMr9ckua5ZJmClecgo2hPLuNyLBzikI98bjQ0zcOHfEQpM77v1nR2re+nNmwXtM9vHX9rogYGK4xJcvvPc7V/nPMAkMLsMazGCioBBwmcTvfkECda2rs2sUUmqgLvXuQ9upkaHlYRqGCu5/psy7vaQ/GKaD3SG+DtJ+srIeWttx3v1OphVtJFOWCjBmkia1zRxoy6lgvkMaw2qgC5ixSYAKJDOZW0nv8dMQmeKy0uEoi1fRqxUOpDFLWQRmK5P5M9cG/5abNLZ8mTmu6sYyRc8blY3AtsLtP+Ip14xasQwAqOZhVkznEASz4bc7QYSLTfG/wcnzfjrsDz6+6B29WsuxgR6jJ2gHpWgPHaG36BiNEI32oiwqo1l8EBcxjxfn1Dha12yj3yy2PwGXsNyO</latexit>

D = {Xωω
εi | ωi → M(εϑ)} =↑ ↓ϑJϑ ↔ ↓ϑ

1

N

N∑

i=1

Xωω
εi

Randomness: 
• Initial state
• Policy 
• Environment transition 
• Reward  

Motivation Preliminaries Approach & Theory Experiments Summary
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Challenge & Strategy

9

Challenge: high-fidelity data scarcity (small 𝑁#) causing high estimation 
variance for               and slow convergence

Strategy: ground learning in high-fidelity samples (unbiased); use abundant 
low-fidelity samples solely as a variance-reduction tool

Motivation Preliminaries Approach & Theory Experiments Summary
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The Multi-Fidelity Policy Gradient (MFPG) Framework

10

Multi-fidelity 
sampling mechanism

High-Fidelity Env.

Low-Fidelity Env.

MFPG Estimator

scarce correlated 
traj. samples

abundant uncorrelated 
traj. samples

Apply Policy Gradient Step
Current policy

<latexit sha1_base64="Cpm3/Mfp15Z/tNbQwz5iJQfMO7U=">AAACAHicbVDLSsNAFJ3UV62vqAsXbgaLUDclEV/LohuXFewDmhAm00k7dPJg5kYoMRt/xY0LRdz6Ge78G6dtFtp64MLhnHu59x4/EVyBZX0bpaXlldW18nplY3Nre8fc3WurOJWUtWgsYtn1iWKCR6wFHATrJpKR0Bes449uJn7ngUnF4+gexglzQzKIeMApAS155oGTcC9zYMiA5DWH9mPAj1ideGbVqltT4EViF6SKCjQ988vpxzQNWQRUEKV6tpWAmxEJnAqWV5xUsYTQERmwnqYRCZlys+kDOT7WSh8HsdQVAZ6qvycyEio1Dn3dGRIYqnlvIv7n9VIIrtyMR0kKLKKzRUEqMMR4kgbuc8koiLEmhEqub8V0SCShoDOr6BDs+ZcXSfu0bl/Uz+/Oqo3rIo4yOkRHqIZsdIka6BY1UQtRlKNn9IrejCfjxXg3PmatJaOY2Ud/YHz+ACaolh8=</latexit>

ωω(·|s)

Instantiate MPFG with established policy gradient loss:

REINFORCE:

Motivation Preliminaries Approach & Theory Experiments Summary
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Multi-Fidelity Control Variate Estimator

11

Lemma 1 Unbiasedness and variance reduction
•  
•  

(estimated from training data)

Pearson 
correlation

Theorem 1 Faster finite-sample convergence of MFPG-REINFORCE than plain REINFORCE

Bottom line: 👍 low-fidelity data 

faster MFPG algorithm convergence

How do we draw correlated 
multi-fidelity samples?

Motivation Preliminaries Approach & Theory Experiments Summary
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Sampling Correlated Trajectories

12

Randomness: 
• Initial state
• Policy 
• Environment transition 
• Reward  

👍 Can be controlled by the algorithm! (share initial state + action sampling noise)

• Policy reparameterization trick

Uncontrolled randomness

Motivation Preliminaries Approach & Theory Experiments Summary

• Reset low-fidelity simulator to matched 𝑠!
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MFPG substantially reduces PG estimation variance

15

Robot control task: MuJoCo Hopper
High-fidelity environment: changed friction (1.2×)
Baseline: High-Fidelity Only

MFPG
MFPG (state-value 
baseline subtracted)

Var(MFPG)
Var(High − Fidelity	Only)	(%)

When high-fidelity data are scarce, MFPG reduces variance significantly—(see paper) far more 
substantial than common state-value baseline subtraction

Motivation Preliminaries Approach & Theory Experiments Summary
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MFPG improves performance by leveraging multi-fidelity correlation

18

Robot control task: MuJoCo Hopper
High-fidelity environment: changed gravity
Baseline: High-Fidelity Only

dynamics shift
larger (5x)smaller (0.8x)

Correlation

Motivation Preliminaries Approach & Theory Experiments Summary
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MFPG presents the strongest consistency and robustness compared to the evaluated 
off-dynamics RL baselines

Robot control tasks: MuJoCo Hopper, HalfCheetah
High-fidelity environment: changed gravity, friction
Baselines: off-dynamics RL (DARC [1], PAR [2]), Low-Fidelity Only
Common baseline: High-Fidelity Only

[1] Eysenbach et al. “Off-Dynamics Reinforcement Learning: Training for Transfer with Domain Classifiers”, ICLR 2021. 
[2] Lyu et al. “Cross-Domain Policy Adaptation by Capturing Representation Mismatch”, ICML 2024. 

• When low-fidelity data are neutral/beneficial and dynamics gaps are mild/moderate, MFPG is the only method that 
consistently outperforms High-Fidelity Only across all settings

Hopper: gravity shift

Performance 
relative to High-

Fidelity Only

• Error bars: 95% bootstrap confidence intervals; bars strictly above 0 indicate significant improvement vs. High-Fidelity Only

0: High-Fidelity Only

Motivation Preliminaries Approach & Theory Experiments Summary
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MFPG presents the strongest consistency and robustness compared to the evaluated 
off-dynamics RL baselines

Robot control tasks: MuJoCo Hopper, HalfCheetah
High-fidelity environment: changed gravity, friction
Baselines: off-dynamics RL (DARC [1], PAR [2]), Low-Fidelity Only
Common baseline: High-Fidelity Only

[1] Eysenbach et al. “Off-Dynamics Reinforcement Learning: Training for Transfer with Domain Classifiers”, ICLR 2021. 
[2] Lyu et al. “Cross-Domain Policy Adaptation by Capturing Representation Mismatch”, ICML 2024. 

• When low-fidelity data are neutral/beneficial and dynamics gaps are mild/moderate, MFPG is the only method that 
consistently outperforms High-Fidelity Only across all settings

• When low-fidelity data are harmful, MFPG presents the strongest robustness

High-Fidelity OnlyMFPG

Baselines

• MFPG tracks High-Fidelity Only for most of training (cautious use of low-fidelity data only for variance reduction) 
• Baselines fail catastrophically (aggressive exploitation of low-fidelity data)

Extreme case: 
HalfCheetah 
(5× friction)

Motivation Preliminaries Approach & Theory Experiments Summary
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MFPG presents the strongest consistency and robustness compared to the evaluated 
off-dynamics RL baselines

Robot control tasks: MuJoCo Hopper, HalfCheetah
High-fidelity environment: changed gravity, friction
Baselines: off-dynamics RL (DARC [1], PAR [2]), Low-Fidelity Only
Common baseline: High-Fidelity Only

[1] Eysenbach et al. “Off-Dynamics Reinforcement Learning: Training for Transfer with Domain Classifiers”, ICLR 2021. 
[2] Lyu et al. “Cross-Domain Policy Adaptation by Capturing Representation Mismatch”, ICML 2024. 

• When low-fidelity data are neutral/beneficial and dynamics gaps are mild/moderate, MFPG is the only method that 
consistently outperforms High-Fidelity Only across all settings

• When low-fidelity data are harmful, MFPG presents the strongest robustness
• MFPG tracks High-Fidelity Only for most of training (cautious use of low-fidelity data only for variance reduction) 
• Baselines fail catastrophically (aggressive exploitation of low-fidelity data)
• Sweep of 39 scenarios (paper): MFPG is the most robust among the evaluated methods

Motivation Preliminaries Approach & Theory Experiments Summary
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MFPG benefits from negative correlation (negated low-fidelity reward)

24

Robot control task: MuJoCo Hopper
Low-fidelity environment: negated reward model
Baseline: High-Fidelity Only, Low-Fidelity Only

👍

Motivation Preliminaries Approach & Theory Experiments Summary

Even when the low-fidelity environment is substantially different or even adversarial, it might 
still provide useful information for multi-fidelity training, e.g., negative correlation
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Summary
MFPG: sample-efficient RL framework by mixing scarce high-fidelity data with 
abundant low-fidelity simulation data

• grounded to high-fidelity data (unbiased)
• low-fidelity data and cross-fidelity correlation for variance reduction
• handles dynamics gaps and reward misspecification  
• more robust to low-fidelity data biases than off-dynamics RL baselines

Future work:
• Broader algorithms (Appendix G; actor-critic, model-based, off-policy, offline RL)
• Enhancing multi-fidelity correlation
• More general settings (e.g., multiple fidelities, different state-action spaces)
• Real-world RL

Motivation Preliminaries Approach & Theory Experiments Summary
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Summary

(code available)

https://xinjie-liu.github.io/mfpg-rl/

Xinjie Liu* Ufuk Topcu David Fridovich-KeilCyrus Neary* Kushagra Gupta Wesley A. Suttle Christian Ellis

Motivation Preliminaries Approach & Theory Experiments Summary
*Indicates equal contribution

MFPG: sample-efficient RL framework by mixing scarce high-fidelity data with 
abundant low-fidelity simulation data

• grounded to high-fidelity data (unbiased)
• low-fidelity data and cross-fidelity correlation for variance reduction
• handles dynamics gaps and reward misspecification  
• more robust to low-fidelity data biases than off-dynamics RL baselines

https://xinjie-liu.github.io/mfpg-rl/
https://xinjie-liu.github.io/mfpg-rl/
https://xinjie-liu.github.io/mfpg-rl/
https://xinjie-liu.github.io/mfpg-rl/
https://xinjie-liu.github.io/mfpg-rl/

